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Operations research and data mining already have a long-established common history. Indeed, with the
growing size of databases and the amount of data available, data mining has become crucial in modern
science and industry. Data mining problems raise interesting challenges for several research domains,
and in particular for operations research, as very large search spaces of solutions need to be explored.
Hence, many operations research methods have been proposed to deal with such challenging problems.
But the relationships between these two domains are not limited to these natural applications of opera-
tions research approaches. The counterpart is also important to consider, since data mining approaches
have also been applied to improve operations research techniques. The aim of this article is to highlight
the interplay between these two research disciplines. A particular emphasis will be placed on the emerg-
ing theme of applying multi-objective approaches in this context.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Data mining (DM) has recently seen an explosion of interest in
many fields of applications, owing to the increasing amount of data
available, and the growing understanding that deeper analyzes are
far more valuable than simple summary statistics. Data mining is an
inductive (not deductive) process. Its aim is to infer knowledge that
is generalized from the data in the database. This process is gener-
ally not supported by classical DataBase Management systems.
Data mining problems raise interesting challenges for several
research domains, such as statistics, information theory, databases,
machine learning, data visualization, and also for operations
research (OR), since very large search spaces of solutions need to
be explored. Hence, for several years, numerous research efforts
using operational research methods to solve data mining problems
have been reported, and several reviews of such approaches have
been published [68,91,92]. However, the synergy between opera-
tions research (OR) and data mining (DM) is not a one-way street;
as described by Meisel and Mattfeld, three kinds of synergies may
be achieved [82]: 1/OR can contribute to the efficiency of DM tech-
niques, 2/DM can increase the number of problems in which OR can
be applied by means of a less rigorous model building process,
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3/finally, increased system performance can result from comple-
mentary uses of these two research domains.

In this article we will use a simpler categorization of the syner-
gies between DM and OR, which emphasizes two types of interac-
tion, in terms of how OR and DM can contribute to each other.
Hence, the first point of view (similar to the first of Meisel and
Mattfeld’s synergies) is to analyze how OR can contribute to the
efficiency of DM techniques. The second point of view looks at
how DM can contribute to OR methods. In our view, the second syn-
ergy of Meisel and Mattfeld, concerned with using DM techniques to
better capture the structure of the underlying system, may be
merged into our second type of DM/OR interaction, since it yields
the same overall result of enhancing OR via deployment of DM.

Our first point of interest is to analyze how OR can be useful in
the challenges faced by applications of DM. In other words, how
OR approaches can contribute in helping DM difficult problems.
We will see in this review that there are several answers, using sev-
eral approaches, which all tend to center on using OR to deal with
one or other NP-hard optimization problem that arises in a DM task.
In particular, metaheuristics have been widely used in this context,
and several books dedicated to metaheuristics and data mining
have been published [26,35]. Meanwhile, multi-objective metaheu-
ristic approaches are increasingly also being proposed in this con-
text [61,59]. Thus, this article will pay a particular attention to
this multi-objective aspect and methods that have been proposed
for that. Therefore, the notion of quality criterion related to the
objective function, for example, will be discussed.
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The second fundamental question, when synergies between OR
and DM are under analysis, is to understand how DM techniques
can help OR methods. Even though this thread of research is less
studied, significant such work is emerging [64]. The objectives of
such a synergy may be for example, to either improve the quality
of results obtained by OR approaches, or to speed up the execution
of algorithms.

The aim of this review is to provide interesting pointers to how
OR and DM can enrich each other. The remainder is organized as
follows: the second section is designed to present to the OR com-
munity a short introduction to ‘knowledge discovery’, in order to
help define the scope of this very general term and to make this
article be self-content. It will describe the main data mining tasks
and the principal and classical algorithms in this field. Section 3
will then deal with the first question: how operations research
can help data mining. Section 4 is dedicated to the other side of
the coin: how data mining may be useful for operations research
techniques. In both Sections 3 and 4, a particular emphasis will
be given to multi-objective models and methods. Section 5 will
conclude the review and will suggest some interesting research
perspectives for both communities.

2. Knowledge discovery: a brief introduction

‘Knowledge discovery and data mining’ (KDD) is a phrase that
describes a large area of research concerned with discovering and
exploiting the considerable amount of potentially useful knowl-
edge that is often ‘hidden’ in databases. Such knowledge is
regarded as hidden, since standard statistical techniques simply
fail to find it, and the discovery of interesting rules or associations
tends to be infeasible with exact algorithms owing to the size of
the database. Data mining is at the heart of the KDD process (see
Fig. 1). It allows us to extract useful information from large data
sets or databases in reasonable time, usually by employing approx-
imate algorithms. This discipline lays at the intersection of statis-
tics, machine learning, data management and databases, pattern
recognition, artificial intelligence, and similar domains. The reader
interested in knowledge discovery in general, or datamining in par-
ticular, can refer to some of the following books [46,67,80]. In this
section we focus on data mining tasks and algorithms (see Fig. 2).
Each of these tasks are briefly described in this section, presenting
their goals, and the algorithms most commonly associated with
them.

2.1. (Supervised) classification

The aim of this task is to build a model that predicts the value of
one variable from the known values of other variables. In classifi-
cation, the variable being predicted, called the ‘class’, is categorical,
and the task becomes regression when the predicted variable
is numerical. Several approaches have been proposed. We will
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expose here briefly some of them, but to have a more general view
of these methods, the reader may, for example, refer to [73].

2.1.1. K-nearest-neighbor

K-nearest-neighbor (K-NN) classification is one of the most
fundamental and simple classification methods [20]. It is suitable
for a classification study when there is little or no prior knowledge
about the distribution of the data. The N-nearest-neighbor algo-
rithm relies on the distances between examples in the feature
space: an object is assigned to the most common class shared by
its K nearest neighbors. It can be useful to weight the contribution
of the neighbors, so that nearer neighbors contribute more to the
average than more distant ones. If K = 1, then the object is simply
assigned to the class of its nearest neighbor. The neighborhood is
defined by the distance metric used, which is commonly the
Euclidean distance.

2.1.2. Decision trees

Decision trees (or classification trees) are very popular for clas-
sification, since they are simple to understand and to interpret. A
decision tree is built through a process known as binary recursive
partitioning. This process recursively splits (or ‘partitions’) the data
into groups. At each stage, the splitting is realized in a way that
maximizes a score function for the split. The score function is
chosen so that it favors the degree to which each individual group
contains datapoints that are all of the same class. The main differ-
ence between different decision tree construction algorithms is the
score function that is used to guide the splitting process. For exam-
ple, Information gain is used by the ID3, C4.5 [101] and C5.0 tree
generation algorithms, and is based on the concept of entropy used
in information theory. Gini impurity is used by the CART algorithm
[13] and measures how often a randomly chosen datapoint from
the group would be incorrectly labeled if it was randomly labeled
according to the distribution of labels within the group.

2.1.3. Naive Bayes

The Naive-Bayes classifier uses a probabilistic approach based
on applying Bayes’ theorem with strong (Naive) independence
assumptions. To assign the class to a sample, it computes the con-
ditional probabilities of different classes given the values of the
features, and predicts the class with the highest conditional prob-
ability. Naive-Bayes is simple and can be applied to multi-class
classification problems, but it assumes independence between
variables, which is typically untrue (i.e. it is a naive assumption).
In spite of its simplified assumptions, Naive-Bayes classifiers often
work very well in many complex real-world situations.

2.1.4. Neural networks

Artificial neural networks (ANN) are widely used for classifica-
tion and are a promising alternative to various conventional classi-
fication methods [124]. An artificial neural network is essentially a

DataMining

I

-
Mining

—

I

I

Evaluation |
_

| Knowledge

Patterns

Fig. 1. An overview of the KDD process.
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Fig. 2. An overview of tasks and main algorithms in data mining.

directed network of simple processors (called neurons) arranged in
layers, with at least three layers. The first layer has input neurons,
which send data via weighted links to the second layer of neurons;
the nodes in the second layer perform a simple computation over
the weighted input values that they receive, and then send the
results onto the third layer, again via weighted links. The third
layer, usually, consists of output neurons. The nodes in this output
layer will, again, perform a simple computation on their inputs,
and the result of this computation becomes the output of the net-
work. More complex systems will have more layers.

This previous description corresponds to the feed-forward
MultiLayer Perceptrons (MLPs), which is the most widely used
models for addressing regression and classification problems. A
data sample is presented to the MLP by presenting it as a vector
of input values fed to the input later, and the resulting output of
the MLP provides the class, or predicted numerical value, in the
case of regression.

2.1.5. Support vector machines

Support vector machines (SVMs), derived from statistical learn-
ing theory, classify points by assigning them to one of two disjoint
half spaces [19]. These half spaces are either in the original input
space of the problem (for linear classifiers) or in a higher dimen-
sional feature space (for non-linear classifiers). The assignment is
realized by a kernel function. A specific property of SVMs is that
they simultaneously minimize the empirical classification error
and maximize the geometric margin. Hence they are also known
as maximum margin classifiers. SVMs produce generally very good
results in term of class-prediction accuracy, especially on small
datasets.

2.2. Unsupervised classification or clustering

The second DM tasks exposed here deals with the clustering in
which no variable has to be predicted but similarity between ob-
jects has to be identified. Hence, the cluster analysis task aims at
decomposing or partitioning a (usually multivariate) data set into
groups so that points in a group are similar to each other, and
are as different as possible from points of other groups. Most
known methods are explained below but more information about
clustering can be found in [119].

2.2.1. Partition based methods

In partition based clustering, the objective is to partition a data
set into K disjoint sets of points such that points of a set are as
homogeneous as possible. The homogeneity is computed thanks
to a score function that is often based on a similarity notion and

the objective is to minimize the dissimilarity between each point
and the centroid of the cluster it is assigned to. The centroid of a
set could be an actual data point, or a ‘position’ in feature space.
The most well-known algorithm of this category is K-means [79].
In its most basic version, this algorithm begins by randomly pick-
ing K cluster centers, and then labeling each point according to its
nearest cluster center. Now that each point is labeled, a new cluster
center can be calculated according to the centroid of each labeled
cluster. The algorithm then iterates until there is no longer any
movement in the cluster centers. There are several variants of
the K-means algorithm, for example, the cluster centers can be ob-
jects from the dataset, or splitting and/or merging of clusters may
be allowed within the algorithm.

2.2.2. Hierarchical methods

Two distinct types of hierarchical methods are identifiable: the
agglomerative ones, which start with singleton clusters and grad-
ually merge them, and the divisive ones, which begin with all the
data in a single cluster, and gradually divide into smaller clusters.
The agglomerative methods are the most used. Hierarchical meth-
ods of cluster analysis permit a convenient graphical display in
which the entire sequence of merging (or splitting) of clusters is
shown. Because of its tree-like structure, the resulting display is
called a dendrogram.

Agglomerative methods. Agglomerative methods are based on
measures of distance between clusters. They iteratively merge
the two clusters that are the nearest to each other, to reduce the
number of clusters. Usually the starting point of the process con-
sists of each point in its own cluster. Then, the merging is realized
until just one cluster containing all the data points is obtained.

Different distance measures between clusters have been pro-
posed, and lead to different algorithms: for example, the single-link
hierarchical clustering algorithm merges the two clusters with the
smallest minimum pairwise distance. Another variant is the com-
plete-link hierarchical clustering algorithm, where the two clusters
with the smallest maximum pairwise distance, are merged.

Divisive methods. Divisive methods begin with a single cluster
which contains all the data points and splits it into subsets. The
process of splitting is iterated as far as necessary and will end with
singleton clusters.

2.2.3. Biclustering

Biclustering, co-clustering, or two-mode clustering, allow simul-
taneous clustering of the rows and columns of a matrix [85,74]. This
subspace clustering approach allows the algorithm to treat attri-
butes and objects interchangeably, and to find relationships
between elements regarding these two directions. Different types
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of biclusters may be required: either biclusters with constant val-
ues, or constant values on lines or columns, or biclusters with
coherent additive or multiplicative values. These approaches have
been widely used in bioinformatics and many algorithms, mainly
based on statistics, have been proposed. The complexity of biclu-
stering problems depends on the exact formulation of the problem,
but most of them are N'P-complete.

2.3. Rule mining

The third DM task discussed here deals with the problem of dis-
covering association rules. It was first formulated in [1] and was
called the market-basket problem. The initial problem was the fol-
lowing: given a set of items and a large collection of sales records,
which consist of a transaction date and the items purchased in that
transaction, the task is to find significant relationships between the
items contained in different transactions. Since this first applica-
tion, many other problems have been studied with association
rules that may be defined in a more general way. Let us consider
a database composed of transactions (records) described according
to several, maybe many, attributes (columns). Association rules
provide a very simple (but useful) way to present correlations or
other relationships among attributes expressed in the form A = C
where A is the antecedent part (condition) and C the consequent
part (prediction). A and C are sets of attributes that are disjoint.
The best-known algorithm to mine association rules is A-priori,
proposed by Agrawal and Srikant [2]. This two-phase algorithm
first finds all ‘frequent item sets’ (sets of items that often occur
together within transactions) that have at least a given minimum
level of confidence. This is done via efficient search exploiting the
downward closure property of support. Support and Confidence
are widely used metrics that will be defined in Section 3.3. A
lot of improvements upon the initial method, as well as efficient
implementations (including parallel implementations) have
been proposed to be able to deal with very large databases
[3,10,120,123].

2.4. Feature selection

This last tasks deals with the feature selection that may be
applied before one of the three previously presented tasks. Indeed,
an important problem in data mining is the huge size of datasets
and the presence of too many attributes. The selection of some attri-
butes to retain, and consequently others to remove, is frequently
necessary to reduce the computational cost, to simplify a model,
or to have an accurate discrimination, and usually all three of these.
Indeed, including all attributes can often lead to a worse classifica-
tion model. For example, some attributes could be redundant or
unrelated to the class variable. The objective of feature selection is
to find a subset of p’ relevant variables where p’ < p, but where this
subset retains all or most of the information necessary for discrimi-
nating between classes (see [45]). Therefore, the main goal of feature
selection in supervised learning is to find a feature subset that
produces higher classification accuracy. In unsupervised learning,
feature selection aims to find a good subset of features that forms
high quality clusters for a given number of clusters.

3. Exploiting operations research for data mining

As previously indicated, data mining (DM) tasks lead to chal-
lenging combinatorial optimization problems. Hence, operations
research (OR) can give interesting contributions to the field as
exposed in [82,68,91,92] and some specific surveys focus on evolu-
tionary algorithms for data mining [37,38]. This part is dedicated to
the description of OR approaches that have been used in DM and a
peculiar interest is given to multi-objective approaches.

Let us remark that one of the difficulties in turning a DM task
into an optimization problem is to define the criterion to optimize.
The choice of the optimization criterion, which measures the qual-
ity of the knowledge extracted in a candidate rule (or other model)
is very important, and the quality of the results of the approach
depend of it. Indeed, developing a very efficient method that does
not use the right criterion will lead to obtaining “the right answer
to the wrong question”! The optimization criterion can be either
specific to the DM task or dependent on the application, and sev-
eral choices exist which explains that multi-objective approaches
have been proposed to deal with all these possible criteria. Once
this is done, another question occurs about the complexity of the
generated problems and the methods that can be used.

Hence, in this section, for the previously described DM tasks,
modeling aspects as well as their solutions are discussed. An illus-
trative application is also given.

3.1. Supervised classification

Supervised classification deals with the task of inferring a func-
tion from supervised training data in order to classify unknown
data.

3.1.1. Modelling approaches

One of the peculiarities of supervised classification is the oppor-
tunity to compute exactly the performance of a classifier on train-
ing data. Nevertheless, several alternative performance indicators
may be used such as: maximization of the minimum deviation
(MMD), minimization of the sum of deviations (MSD), the number
of misclassified instances, and so on. In an OR context, these indi-
cators may be considered as optimization criteria.

Mathematical programming techniques have been used for var-
ious data classification problems. A recent work of Xu et al. [117]
reports many references on this subject. They indicate that linear
or non-linear classifiers can be designed via a series of algebraic
equations and the relationships between training samples and
classifiers can be expressed through logical constraints. In linear
programming the two most commonly used criteria are MMD
and MSD. In mixed integer programming (MIP), an additional bin-
ary variable is added to indicate whether the sample is correctly
classified or not. Hence the number of misclassifications may be
used to evaluate the quality of the model.

It is well known that learning algorithms that are based only on
error minimization do not guarantee models with good generaliza-
tion performance. In order to take into account other criteria, such
that generalization performance may be improved, some multi-
objective models have been proposed. In a two-group classification
context, for example, a bi-objective margin maximization model
has been used [17]. For this problem, a goal programming model
based around the concepts of non-standard preference functions
and penalty function modeling has also been proposed [62] as well
as an extension for the multi-group classification problem [4].

3.1.2. Solution methods

Operations research approaches used to solve classification
problems are manifold. Exact optimization methods have often
been proposed (LP, MILP), but clearly have difficulty with larger
problems, while heuristic approaches are increasingly common,
to deal with larger size problems or multi-objective ones.

For example, in the case of multi-class classification, a MILP
model has been proposed. It uses Hyper-boxes to capture the
discrete regions of the training samples. Special constraints are
introduced to avoid overlapping of boxes that belong to different
classes. An iterative solution algorithm is then proposed to im-
prove the training and prediction accuracy by allowing multiple
boxes for each class [114,117].
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In the case of bi-objective optimization for a two-group classifi-
cation task via margin maximization, the SVM approach has been
used, and an interesting set of Pareto optimal solutions is obtained
using several f values for the SVM model [17].

Decision trees have the advantage of being easily understand-
able. However, this technique has drawbacks (correlated variables
are not considered, explanatory tree structures are not stable if
multiple samples are taken from the same population, and so
on). To overcome these drawbacks, Sorensen et al. propose a genet-
ic algorithm that finds a set of diverse classification trees, all hav-
ing good explanatory power [109]. Then, from this set of trees, the
data analyst is able to choose the tree that fulfils his requirements.
Specific operators are proposed to deal with such binary trees. On
their side, Fieldsend et al. proposed a particle swarm optimization
(PSO) algorithm to train near optimal decision trees. They success-
fully apply this approach both in a single objective formulation
(minimizing misclassification cost), and a multi-objective formula-
tion (trading off misclassification rates across classes) using a
Pareto dominance function that allows them to find a set of deci-
sion trees of best compromise [33].

As artificial neural networks (ANN) have been widely used for
classification, some optimization methods have been proposed to
train ANNSs. In particular multi-objective approaches have been used
to design models which aim to maximize accuracy while minimizing
structural complexity. Caballero et al. recently proposed a memetic
Pareto evolutionary approach based on accuracy and sensitivity
measures. This approach introduces an improved Rprop (resilient
backpropagation) algorithm as a local search within NSGA2 [25],
and showed interesting results on classical benchmarks [32].

3.1.3. Example of multi-objective application

Classification occurs in many application domains. We may cite,
among others, industry, medecine, credit scoring, quality control,
medical diagnosis, and so on. In the context of malicious network
traffic analysis, the objective is to identify intrusions. Therefore,
classifiers have been proposed to discriminate information about
the network traffic. Ostaszewski et al. proposed to address this
problem using a multi-objective approach with specificity and sen-
sitivity criteria [94]. They proposed a multi-objective version of
Gene Expression Programming (GEP) that will identify the Pareto
front in the search space. In addition, a crowding distance mecha-
nism is used to provide a good spread of individuals on the front
during the evolutionary process. The proposed approach is vali-
dated using data provided by a network traffic simulator. Results
obtained show high classification capabilities.

3.2. Unsupervised classification: clustering

3.2.1. Model

Clustering deals with the problem of grouping similar objects
into homogeneous groups. Unlike classification, clustering does
not deal with known categories and the notion of similarity has
to be defined with care. This notion is closely linked to the notion
of distance, which may be expressed using several functions,
depending on the nature of the data (Euclidean distance, Manhattan
distance, Hamming distance, and so on). Moreover, in order to
assess the quality of clusters found, several measures have been
proposed. The quality measure should indicate whether clusters
have a high similarity within a cluster and low similarity between
clusters. We may cite: the DaviesBouldin index [22], the Dun index
[28], and more recently the cluster diameter [103], the overall devi-
ation, the connectivity [49], among others. We note that the effi-
ciency of a clustering approach may also be validated using some
classification datasets in order to evaluate how well the resulting
clusters (obtained without using class information), discriminate
between the “real” classes.

As the quality of clusters depends on two complementary mea-
sures, several multi-objective models have been proposed. For
example, Handl and Knowles proposed, in a bi-objective scheme,
the overall deviation to measure the overall intra-cluster re-parti-
tion of the data and the connectivity to evaluate the degree to which
neighboring objects have been placed in the same cluster [50].

Another important aspect when dealing with unsupervised
clustering is to determine the number of clusters. Often this num-
ber is considered as a parameter that may vary (such as in the
k-means like approaches). But new attempts tend to extract this
number automatically.

3.2.2. Solution methods

There is a large number of approaches to solve the clustering
problem, including optimization based methods that involve
mathematical programming models for developing efficient and
meaningful clustering schemes. Exact and heuristic algorithms
for these models have been proposed. For example, Saglam et al.
proposed, in a customer segmentation context, to formulate the
clustering problem as a mixed-integer programming problem with
the objective of minimizing the maximum cluster diameter among
all clusters [103]. They develop a heuristic approach that improves
computational expense dramatically without compromising opti-
mality in most cases.

As these problems are mostly AP-hard, many heuristics and
meta-heuristics have been proposed. As indicated in [52], evolu-
tionary algorithms (EAs) have been widely used for clustering. A
good survey on using evolutionary algorithms for clustering can
be found in [55]. When dedicated to the single-objective case,
the most commonly employed objectives are based on cluster
compactness, as these measures provide smooth incremental guid-
ance in all parts of the search space. Several encodings have been
proposed, from straightforward ones, with a gene for each data
item and its allele value specifying the cluster to which the data
item should belong, to more complex ones [30]. In addition, in
order to reduce the size of the search space, indirect encodings
have been used, which store information about how to build the
clusters rather than the clusters themselves. Interest in multi-
objective clustering using meta-heuristics, and in particular EAs,
has recently grown [72], and a recent book is dedicated to this sub-
ject [81]. In this domain, an interesting work is that of Handl and
Knowles that proposes MOCK, a multiobjective clustering with
automatic k-determination [52]. This algorithm has the advantage
of keeping the number of clusters dynamic which is an important
point in a unsupervised context.

3.2.3. Example of multi-objective application

Clustering is encountered in many fields. In bioinformatics, for
example, clustering and bi-clustering approaches have been pro-
posed to deal with microarray data. DNA microarray experiments
are of great interest and importance for biologists, thanks to their
ability to simultaneously measure the expression and interactions
of thousands of genes. Much data is generated and need to be ana-
lyzed. As it is often observed that a subset of genes are coexpressed
under a subset of conditions, but behave almost independently under
other conditions, biclustering offers the possibility to identify these
correlations. A recent example is the work of Mitra and Banka, who
proposed a new quantitative measure to evaluate the quality of the
biclusters and a multi-objective evolutionary biclustering frame-
work which incorporates local search strategies [86]. Their experi-
ments show the promise of such an approach in dealing with
microarray data. A more recent example of a similar work is [105].

3.2.4. Challenges/post-optimization
Once clusters have been found, in this unsupervised context, it
stays difficult to assess the quality of the partition. In their recent
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work, Fernandez et al. suggest ways to handle multiple criteria and
associated preferences in cluster analysis [31]. Their method
(based on comparing cluster centers and an average net flow score
betweem clusters) aims at building a ranking of the set of clusters.

3.3. Rule mining

3.3.1. Model

The task of discovering effective association rules may be seen
as a combinatorial optimization problem, as rules are combina-
tions of attributes. As the number of attributes may be very large
(perhaps thousands), efficient methods are direly needed. We note
that a specific case of rule mining deals with classification rules
where the consequent is the same for every rule. This may be seen
as a straightforward classification task; however, the models and
methods used for this are close to those used more generally in
rule mining, hence it will be considered in this section.

In order to solve the association rules discovery problem as a
combinatorial optimization problem, the optimization criterion
or criteria must first be defined. A lot of measures exist for estimat-
ing the quality of association rules. The most widely used measures
are the support and the confidence (or accuracy). The support of a
rule represents the proportion of transactions that verify it in the
database and allows us to estimate the generality of the rule
gjsup(A = (C)=PAUC) = %). The confidence measure estimates
the validity of the rule by measuring the proportion of transactions
in the database that verify the prediction among those which verify
the condition (Conf(A = C) = P(C|A) = SL;‘L’,%)Q). It is expected that
a high value of confidence expresses a strong association rule.
However, there are several ways in which this value may be high,
but the rule is nevertheless not a useful one. This may happen, for
example, when the antecedent disconfirms the conclusion by
reducing the probability of this conclusion. Therefore, measures
such as the lift ratio measure has been introduced. It compares
the ratio of the observed support to that expected if A and C were
independent (Lift(A =()= %). Many other quality mea-
sures have been proposed to evaluate association rules. For an
overview, readers can refer to Freitas [36], Tan et al. [112],
Hilderman et al. [53] or Geng et al. [41].

Let us remark that Bayesian confirmation measures have also
been proposed to asses the quality of rules. These measures allow
to indicate in what degree an antecedent confirms a conclusion. In
their analysis, Greco et al. study the monotonicity of several of
these measures and show that only two of them have this property,
which may be useful in some context [43]. However, as Olafsson
indicates “relevant good measures and factors for identifying good
association rules need more exploration” [92]. Indeed, for example,
selecting frequent rules (with a high support) is not always inter-
esting as it may lead to the production of trivial rules not valuable
for the decision making.

Given the importance of and variety of quality measures in this
context, the idea of multi-criteria models provides a promising alter-
native, since it avoids selecting a single quality measure, and instead
enables the use of multiple distinct measures. Therefore, in her
work, Szczech analyzes relationships between interestingness mea-
sures and enclosure relationships between the sets of non-
dominated rules in different evaluation spaces [110] in order to
propose a multicriteria evaluation space in which the set of non-
dominated rules will contain all optimal rules with respect to any
attractiveness measure with the monotonicity property. Another
interesting and useful idea in this context has been proposed by
Khabzaoui et al. [69,70], which attempt to analyze experimentally
the correlation between quality measures of association rules and
eleven measures (the most commonly used measures) introduced
by the statistics, probability, information theory and data mining
communities. This work leads to the proposition of a multi-objective

model to deal with this data mining task. On their side, Brzezinska
etal. study the replacement of the confidence measure by other con-
firmation measures in a Pareto context where both support and a
confirmation measure are optimized [14]. This approach has been
compared to the joint optimization of support and anti-support,
and experiments show that optimizing this couple of objectives al-
lows to obtain solutions optimizing support and confirmation mea-
sure. This offers interesting perspectives for multi-objective
optimization.

3.3.2. Solution methods

Considering the association rules task as an optimization prob-
lem, several different potential approaches emerge that can be
used to address it. Exact methods may be used in order to solve
small instances, or heuristics, and particularly metaheuristics, are
available to find approximate solutions on large instances, which
are much more common.

The A-priori algorithm (see part Section 2.3) can be considered
as an exact approach, since it enumerates all the rules respecting
a minimal level of support and confidence. However, even though
this method has received great attention, its main drawback is that
it is limited to the search for a specific kind of rule. This may be
interesting in the supermarket transaction and similar applications
context, but not for many other applications.

Hence, most methods developed to deal with large-scale appli-
cations use heuristics or metaheuristics. In his book, Freitas gives
fundamental insights on developing an EA for rule mining [35],
and many approaches have been proposed since; in particular,
multi-obejctive methods are of growing popularity. For example,
Ishida et al. explore a Greedy Randomized Adaptive Search Proce-
dure (GRASP) with path-relinking to create rules and to build the
Pareto Front covering the tradeoff betwen sensitivity and specific-
ity criteria [57]. Another multi-objective approach has been pro-
posed to deal with classification rules (and in particular partial
classification), and NSGA2 [25] has been compared to an algorithm
able to enumerate the cc-optimal (coverage-confidence optimal)
subset of rules [23].

3.3.3. Example of multi-objective application

The typical and original application of rule mining deals with
supermarket basket analysis, where the objective consists in deter-
mining if certain groups of items are consistently purchased together.
Following this initial application, many other fields have used this ap-
proach to extract models from data. This has been the case in DNA
microarray data analysis; for example, Khabzaoui et al. proposed to
analyze microarray data with an association rule based technique,
in order to determine associations between differently regulated
genes. The association rule problem is then modeled as a multi-objec-
tive combinatorial optimization problem and solved using an evolu-
tionary algorithm based on genetic algorithms. Therefore, specific
mechanisms (mutation and crossover operators, elitism, and so on)
are designed for this task [69]. In order to improve the quality of
the rules obtained, cooperative approaches are proposed [65,70].

3.3.4. Challenges for OR: integrating domain knowledge

Association rules represent a very general model that allows the
combination of different types of attributes, different types of
rules, and also the enrichment of rules using domain knowledge.
In their work, for example, Kuene and Weistroffer proposed to
incorporate decision makers prior domain knowledge into the data
mining process using multicriteria analysis [75].

In the context of classification rules, Slowinski et al. propose an
interesting approach, the dominance-based rough set approach
(DBRSA), that models the preferences of a decision maker with easily
understandable decision rules of the type “if antecedent then deci-
sion” [42,107]. This approach allows a multicriteria classification
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[9]. DBRSA rules can express the antecedents using the more general
preference relations > and < [77]. This approach manages to com-
bine optimization and decision making and offers good opportuni-
ties to develop useful domain models. This complementarity is
also very useful to deal with the large number of rules often gener-
ated with multi-objective approaches.

3.4. Feature selection

3.4.1. Model

The general task of feature selection can be formulated as an
optimization problem. Binary values of the variable x; are used in
order to indicate the appearance (x;=1) or the absence (x; = 0) of
the feature f; in the globally optimal feature set. Then, the problem
F, and the main difficulty is that this problem is highly task and do-
main dependent. E.g. the problem is of a different nature depending
on whether we are considering supervised learning or unsupervised
learning.

Feature selection for classification can be classified in three
classes depending on how the selection process is combined with
the classifier: the wrapper approach, the filter approach and the
embedded approach. The wrapper approach model uses learning
algorithms during the feature selection process and assesses the
selected features by the learning algorithm’s performance by using,
for example, accuracy, sensitivity or specificity. The filter approach
model considers statistical characteristics of a data set directly
without involving any learning algorithm. Such filter models have
been proposed with many different statistical feature selection
measures, such as the correlation feature-selection (CFS) measure,
the minimal-redundancy-maximal-relevance (mRMR) measure,
the discriminant function and the Mahalanobis distance. In the
embedded approach model, the learning algorithm uses its own
embedded feature selection algorithm (either explicit or implicit);
a good example is machine learning tools like decision trees.
Molina et al. provide a comprehensive classification of measures
and associated approaches [87].

3.4.2. Solution methods

Different approaches have been investigated depending of the
size of the data set, the kind of approach (filter or wrapper) and
the chosen measure of quality. For example, on small datasets,
mixed Integer Programming has been used [56] and branch and
bound algorithms have been investigated. In [88], B&B (Branch &
Bound) provides an optimal search algorithm that uses a given
threshold B (specified by the user). Branches are pruned below
any node at which the evaluation is lower than . However, this
approach can only be used with a single quality objective. ABB
(Automatic Branch & Bound) [78] is a variant of B&B in which
the threshold is automatically set. An hybrid approach QBB (Quick
Branch & Bound) [21] has been designed by using both LVF, a clas-
sical random approach for feature selection, and ABB.

Metaheuristics constitute a good choice to explore large data-
sets. Several articles propose approaches based on local search or
population based algorithms [111] and a comparison between
classical machine learning approaches and metaheuristics is pro-
posed in [122].

3.4.3. Example of application

Optimization approaches to feature selection has been used in
several domains. In particular, in the last decade, microarray data-
sets consisting of thousands of genes have provided a common
platform for gene selection studies. Feature selection in the gene
microarrray context aims at identifying a (small) subset of infor-
mative genes in order to obtain high predictive accuracy for
classification.

In [39], Garcia et al. try to select genes from microarray data to
discover genes involved in cancer. The authors propose to model
the problem as a multiobjective optimization problem with three
objectives: minimize the number of selected genes, maximize sen-
sitivity, and maximize specificity. The sensitivity and specificity are
computed by building a classification model from the reduced
dataset using support vector machines. The optimization problem
is solved using a multi-objective metaheuristic which attempts to
simultaneously optimize these three objectives. The results sug-
gest that the proposed approach is highly appropriate for solving
the gene selection task, outperforming the compared techniques
for all the datasets.

4. Using knowledge discovery to help operations research

The performance of operations research algorithms can be im-
proved by integration with data mining techniques for different
aims. Such approaches can help:

to speed up the search process,

to improve the quality of the obtained results,
to tune the algorithm,

and so forth.

These different aims will be used in the following to organize
the presentation of the existing approaches. In some cases, such
metaheuristics that use data mining (also called machine learning)
to improve their behavior are called “learning metaheuristics”.

Let us remark in addition that, this integration of data mining
and operations research could be also categorized on the basis of
three criteria:

o when the knowledge is discovered: the discovery can be
realized before the search (an “off-line”/"a priori” strategy)
or dynamically during the search (an “online” strategy),

e why the hybridization is realized: to improve the efficiency
of the search by reducing the computation time, to improve
the quality of the obtained solutions by guiding the search
towards promising areas,

e where the cooperation is realized: to create an evaluation
function, to define the parameters of the search method,
to determine an initial solution, to design operators for
metaheuristics, and so on.

4.1. Increasing the quality of the results of OR algorithms

The performance of metaheuristics can be improved by using
data mining to incorporate knowledge and to allow a metaheuristic
to tune its parameters [7] in an a priori manner or dynamically in an
online manner [8,15,44]. For example, in [24], the authors use a tech-
nique of Reinforcement Learning, the Q-Learning Algorithm, for the
constructive phase of the GRASP metaheuristic and to generate the
initial population of a genetic algorithm. The proposed methods
are applied to the symmetrical traveling salesman problem.

When the problem to be solved is itself a data mining task, such as
to find optimal clusterings of data, some authors use a data mining
technique in co-operation with the search algorithm [29,51,116].

In a real environment, the performance of optimization meth-
ods is directly linked to the quality of the data that is used to pro-
vide estimates of the quality of the optimized solution. It is then
useful and important if the data can be augmented or modeled in
a way that makes it suitably representative to supply better quality
estimates. Some authors do this by using data mining techniques.
For example, a regression tree approach is used and positively
tested in order to estimate lead times in make-to-order manufac-
turing [95].
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4.2. Speeding up OR algorithms

The first way to speed up OR algorithms is to reduce the cost of
the computation of objective function when it is very expensive to
compute. This kind of approach is frequent for design problems
[58]. A good way is to use surrogate models in place of the full
fitness evaluation function. The surrogate model is usually learned
from online data (candidate solutions and their evaluated fitnesses)
and then the surrogate model replaces the full evaluation model
part of the time. This allows very large numbers of approximate
evaluations to be done in a very short time, hopefully guiding the
research in the right direction [76,93]. Usually the approximation
is learned a priori by using a data mining algorithm. Commonly
used data mining algorithms for this purpose are based on Artificial
Neural Networks and Support Vector Machines. For example in
[40], the fitness function is learned by a neural network. Decision
trees have also been used for this purpose, with success, for exam-
ple, in optimization of water distribution systems [63,115], and
general function optimization [106].

The simplest variant of this approach, sometimes used to speed-
up evolutionary algorithms, is called fitness inheritance. Fitness
inheritance is proposed for tackling the cost of evaluation functions
in some applications: instead of evaluating each individual, a cer-
tain percentage of the individuals are evaluated indirectly by inter-
polating between the fitness of their parents [27]. The Bayesian
optimization algorithm (BOA) uses a more sophisticated variation
of this principle [97,98].

Another possibility is to estimate fitness on the basis of distance
between solutions, and to compute a guess of the objective func-
tion value by using the nearest neighbor algorithm [34] or using
representatives that are selected via the use of clustering algo-
rithms [60,71,121].

The second way to speed-up a search algorithm is to find inter-
esting and useful properties of the candidate solutions that can be
exploited to reduce the size of the search space. An example of this
would be to learn good schemata (i.e. descriptions of subspaces or
subsets of solutions). A good schema is one such that the solutions
it represents tend to be better quality than those outside it. This
has been explored for binary representation [47,48], and can be
explored for any oher kind of representation (LEM [83,84]). In this
context, DM-GRASP, an hybridization of GRASP with datamining,
has been proposed. In DM-GRASP, after executing a significant
number of GRASP iterations, the data mining process, based on rule
mining, extracts patterns from an elite set of solutions which will
guide the following iterations [102,104]. This technique has been
used successfully for different problems: set packing problem
[102], pmedian problem [99]. A new version with path-relinking
hybrization has also been proposed [5]. We can notice that as mul-
tiobjective interest is growing a multiobjective DM-GRASP has
been recently proposed [66]. In this approach, the search process
is divided into two phases. In the first one, the DM-GRASP is
applied to obtain an initial set of high quality solutions dispersed
along the Pareto front. Then, the search efforts are intensified on
the promising regions around these solutions through the second
phase. The greedy randomized path-relinking with local search
or reproduction operators are applied to improve the quality and
to guide the search to explore the non-discovered regions in the
search space.

As previously indicated, the majority of these approaches are
focused on design problems in industry which have often many
objectives and recently some attention has been given to how to
integrate datamining to search interesting properties of multiob-
jective solutions. For example, in LEMMO [63,115], the authors
proposed an adaption of the LEM algorithm for multiobjective opti-
mization and its application for the design of water systems. They
used the C4.5 rule induction algorithm as the machine learning

component and NSGA2 [25] as the multi-objective evolutionary
shell. LEMMO, which mainly differs from its originating algorithm
as the decision tree is generated for each objective in turn, can
operate both on integer and real variable representations. After
every given number of evaluations of the expensive simulation
function the C4.5 component is triggered, induction rules are
learned and these are then used to modify the child population
and hopefully speed up the search. Rules are compound if then
statements generated for each leaf of the decision tree by making
a conjunction of all the tests (i.e. nodes) encountered on the path
from root (i.e. first node) to the leaf.

4.3. Using DM to select the OR algorithm based on instance properties

Data mining considerations can also help to find exploitable
properties of problem instances and, based on these properties,
aid the design of more effective search algorithms. In the SAT com-
munity, several studies have been conducted to study algorithm
performance empirically, particularly focusing on identifying
features that correlate with the empirical hardness of problem
instances with data mining algorithms [89,90]. Another example,
in the context of capacitated location routing problem, Barreto
et al. [6] investigated several hierarchical and non-hierarchical
clustering techniques to aid heuristic search. In a comprehensive
analysis, they were able to provide guidelines for the appropriate
choice of heuristic to use based on information about the instance.
Along these lines, there is a growing body of research which is
sometimes called ‘per-instance tuning’ which is generally con-
cerned with using data mining to learn models (such as decision
trees or neural networks) that can predict a good way to configure
the search algorithm, based on input properties of the problem in-
stance [54,96,16,118,100].

For example, Smith-Miles et al. [108] examined 75,000 instances
of a single-machine earliness/tardiness problem. For each instance
they compared the earliest-due-date heuristic (EDD) and the short-
est-processing time heuristic (SPT). Various learning methods are
then applied, which build a model able to predict the best choice
of heuristic (either EDD or SPT) based on features of the instance
(such as mean due date, or range of processing times), with quite
promising results.

5. Conclusion

As we have aimed to demonstrate in this review, data mining
and operations research already share a common history. The suc-
cess of the interaction between them also motivates the further
exploration of other connected domains, such as statistical learning,
to find other opportunities for fruitful combinations [11]. Indeed, as
we have seen in this survey, OR can help the data mining process
and DM can help OR. We expect that the synergy between these
two domains will continue to blossom, especially in the light of
the surge of interest in both communities for using multi-objective
approaches. Challenging questions still arise, and we point out two
such questions here.

First, how can we integrate more domain knowledge while solv-
ing a problem? In an optimization context, for example, DM can help
provide insight about how the best way to solve the problem might
depend on instances of the problem, or it may help us learn during
optimization, so that we can speed up the process by learning rules
that help us avoid areas of the solution space where the solution
quality is unpromising. Such integration of knowledge can be extre-
mely helpful on larger and more complex problems. In a similar
manner, to solve a data mining task, it may be useful to integrate
knowledge about the domain. A good opportunity for this is given
by multi-objective approaches, which enable us to combine objec-
tive functions specific to the data mining task with separate criteria
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that exploit domain knowledge. In both OR and DM there are many
ways knowledge can be integrated, but the research community as a
whole lacks an overall theory or agreed set of guidelines that could
make the process less ad hoc, and could help identify further possi-
bilities and mechanisms for this integration.

Then the second question arises. How can we integrate prefer-
ences from an expert? This question is very important in the con-
text of multi-objective approaches, which have the advantage of
producing good compromise solutions, but have the drawback of
usually producing too many solutions. This is a classical question
when dealing with multi-objective approaches (even in fields other
than DM - see for example [12,113,18] for the integration of User
preferences in multi-objective optimization algorithms) and some
works have been proposed to address it in the DM context, such as
the proposition of dominance-based rough set approach, for exam-
ple [107].
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